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Abstract

This paper proposes a methodology to optimise the future accuracy of a collaborative recommender application in a citizen Web por-
tal. There are four stages namely, user modelling, benchmarking of clustering algorithms, prediction analysis and recommendation. The
first stage is to develop analytical models of common characteristics of Web-user data. These artificial data sets are then used to evaluate
the performance of clustering algorithms, in particular benchmarking the ART2 neural network with K-means clustering. Afterwards, it
is evaluated the predictive accuracy of the clusters applied to a real-world data set derived from access logs to the citizen Web portal
Infoville XXI (http://www.infoville.es). The results favour ART2 algorithms for cluster-based collaborative filtering on this Web portal.
Finally, a recommender based on ART2 is developed. The follow-up of real recommendations will allow to improve recommendations
by including new behaviours that are observed when users interact with the recommender system.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Web mining has become an important research area
from the 90s. This is because the huge popularity of the
Web and the wide range of possibilities that it offers. One
of the most important research efforts within Web mining
is that related with finding interesting characteristics and
patterns of the Web users and their usage of the Web.
The importance of this kind of Web mining is that if users
are correctly profiled, then it is possible to understand their
behaviour in the portal, and in turn, to provide suitable ser-
vices for them (Fu, Shandu, & Shih, 1999), especially where
this can successfully anticipate demand by individual users.
0957-4174/$ - see front matter � 2006 Elsevier Ltd. All rights reserved.
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In fact, the study and development of personalized recom-
mender systems is a very active field of research (Carberry,
2001), and some recommender systems become an impor-
tant part of some Web sites providing e-commerce services,
for instance, Amazon.com (http//www.amazon.com) and
its subsidiary ‘‘CDNow’’ (http//www.cdnow.com). There
are two main automatic approaches for recommendations
which have been extensively tested and are scale-up to
large amount of data, namely collaborative filtering and
content-based (Zukerman & Albrecht, 2001) recommender
systems.

Collaborative filtering is among the most widely used
technologies today. These recommender systems aggregate
ratings or other indicators of interest for web objects, such
as frequency of access, to find user similarities based on
indicator profiles and thus finally offer recommendations
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Fig. 1. General schematic of the proposed methodology for the design of
cluster-based collaborative filters for web portals. Ellipses indicate the
results of a previous step of the user model, and the dashed arrows and the
gray-shaded square show a planned extension of the methodology (LUT
means look-up table).

744 J.D. Martı́n-Guerrero et al. / Expert Systems with Applications 33 (2007) 743–753
for new pages, services or products. Well-known
recommender systems include GroupLens/NetPerceptions
(Resnick, Iacovou, Suchak, Bergstrom, & Riedl, 1994),
Ringo/Firefly (Shardanand & Maes, 1995), and Recom-
mender (Hill, Stead, Rosenstein, & Furnas, 1995). The
greatest strength of collaborative techniques is that they
are independent from any machine-readable representation
of the objects being recommended and they work appropri-
ately for complex objects (for instance, music and movies)
where variations in taste are responsible for much of the
variation in preferences, sometimes called ‘‘people-to-peo-
ple correlation’’ (Schafer, Konstan, & Riedl, 1999).

Content-based learning is used when a user’s past
behaviour is a reliable indicator of his/her future behav-
iour. Content-based models are particularly suitable for sit-
uations in which users tend to exhibit idiosyncratic
behaviour. However, this approach requires a system to
collect relatively large amounts of data from each user in
order to enable the formulation of a statistical model. Typ-
ical examples of systems of this kind are text recommenda-
tion systems like the newsgroup filtering system,
NewsWeeder (Lang, 1995) which uses words from its texts
as features. This kind of learning, where the recommender
learns a profile of the user’s interests based on the features
present in objects that the user has rated, is called ‘‘item-to-
item correlation’’.

In this paper, we focus on people-to-people collabora-
tive recommendation since it seems to be a more appropri-
ate technique for citizen Web portals since our aim is to
find inter-user similarities rather than idiosyncratic behav-
iours of individual users. In particular, our approach con-
sists of profiling users’ behaviour by using clustering
algorithms, thus finding groups of similar users, and after-
wards, recommending those objects in which the users will
likely be interested in; this knowledge about users’ tastes is
extracted from the analysis of the services that are usually
accessed by the users of the same group. The approach of
user modelling, – by means of clustering algorithms or
other techniques, – as a first stage of a collaborative recom-
mender system is not unusual; an example of this kind of
systems is Moonranker, a free access recommender of
music, movies and books (Zhou, Weston, Gretton, &
Schölkopf, 2003).

In particular, we propose a four-stage methodology to
develop and evaluate a clustering recommender (Martin
et al., 2006): user model, clustering algorithms’ compari-
son, prediction analysis and recommendation (Fig. 1).
Other recent works, such as (Geyer-Schulz & Hashler,
2002) also propose similar steps for evaluating a recom-
mender. The main difference between our approach and
that presented in Geyer-Schulz and Hashler (2002) comes
from the third stage of our methodology, which is novel.
The proposed methodology starts with a user model which
produces artificial data sets which, in the second stage of
the methodology, serves to evaluate clustering algorithms’
performance, in order to benchmark the predictive accu-
racy of the algorithms for the different data sets.
The benchmarking of clustering algorithms, focuses on
the use of neural networks based on the Adaptive Reso-
nance Theory network, ART2 (Carpenter & Grossberg,
1987, 1991) which applies to continuous data. This net-
work can circumvent some of the usual drawbacks of clas-
sical algorithms, having been designed to solve the
stability–plasticity dilemma, namely, the ability to adapt
clusters to new data patterns, without disrupting the
already established clusters. This feature can support on-
line tracking user profiles, although this is not tested in
the current study. In practice, this works by identifying
the most appropriate cluster for a given user pattern, then
testing whether the cluster prototype is a good-enough rep-
resentation of the user pattern, which generates clusters
with similar distance distributions but of different sizes,
whereas the K-means algorithm (Duda, Hart, & Stork,
2001) tends to create clusters of similar sizes but potentially
with large differences in distance distributions from one
cluster to another. The ART2 algorithm is tuned with the
desired degree of similarity, or maximum separation
among patterns from the same group, rather than by pres-
pecifying the overall number of clusters in the data. A
novel component of the proposed methodology is the use
of artificial data created from a sample of user accesses in
order to refine and tune the clustering algorithms which,
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in this study, demonstrated accuracy improvements gained
using the neural network model.

The third and crucial stage of our methodology is
related to the evaluation of the viability of recommenda-
tions with a real data set. Once the Web users have been
clustered, we compare the suitability, or more precisely,
the prediction accuracy of a collaborative recommender
that utilizes ART2 clustering with another collaborative
recommender based on K-means clustering and with
another recommender that only recommends the most
likely object of the Web site that has not yet been
accessed. If there is a considerable improvement when
using a clustering recommender, then we can assume that
it is actually useful taking into account inter-user similar-
ities for recommendations. These prediction capabilities
are called ‘‘implicit votes’’ in Breese, Keckerman, and
Kadie (1998). It is important to point out that we do
not measure the influence of the recommendations on
the users, which is a phenomenon studied in many recent
works (Baudisch & Brueckner, 2002; Kim, Ok, & Woo,
2002; Lee, Choi, & Woo, 2002; McNee, Lam, Konstan,
& Riedl, 2003). Instead, we study the capability of the
clustering algorithm for profiling user behaviour. In fact,
our methodology predicts those objects which are accessed
by the user without receiving any recommendations.
Therefore, our methodology also enables the influence of
the user interface of the recommendation to be separated
from the effects of the knowledge extracted by our
approach. Yet, once the recommendation system is imple-
mented, it is important to follow up on the success of real
recommendations, which will in general be different. In
fact, it is logical to think that the success of real recom-
mendations will be better than the success of our predic-
tion analysis. This is because the presentation of
attractive items should affect user behaviour positively
(Cosley, Shyong, Albert, Konstan, & Riedl, 2003; McNee
et al., 2003).

Most approaches usually skip the third stage, but we
think that it is absolutely necessary as a preliminary step
in the development of a recommender system. It enables
us to measure how good the clustering is in terms of profil-
ing user behaviour. It can be particularly interesting in cer-
tain Web portals, in which it is risky to develop a
recommender without analysing its possible effectiveness,
because of the expense involved in such development.
The analysis of the effects of real recommendations is the
fourth and last stage of the development of a recommender
system.

The remainder of the paper is outlined as follows. Sec-
tion 2 presents the data sets used in this study. Section 3
analyses our proposal for clustering recommendation. Sec-
tion 4 shows the results achieved in this study, analysing
the clustering achieved with the different data sets as well
as our study to evaluate the feasibility of a future recom-
mendation system. A discussion about the work is carried
out in Section 5, and we present some conclusions and dis-
cuss some proposals for further work in Section 6.
2. Data sets

2.1. Artificial data sets

2.1.1. A user model of Web accesses

Web mining tools must be applicable to real data sets.
However, the use of artificial data sets also becomes very
important because of the following reasons:

• Artificial data sets enable us to choose the most appropri-

ate clustering method with real data. This is a major rea-
son for the use of artificial data sets. Before the real
application of an algorithm, a rigorous analysis of its
performance should be carried out. When dealing with
real data, the desired clusters are not usually available
a priori; hence it is difficult to determine whether the
clusters found by the algorithm are right or wrong.
However, when an artificial data set is created in a con-
trolled situation, the clusters that must be found by the
algorithms are defined in advance, thus allowing an
analysis of the algorithms’ performance.

• Generalization to Web sites with different characteristics.
Web mining tools should be capable of working prop-
erly on different Web sites, covering heterogeneous user
behaviours. Few real data sets that record user accesses
are available because there are more and more restric-
tive data protection laws and also because of the con-
fidentiality of the Web user data kept by the majority
of companies. Still, a set might be available, but it
would correspond to a particular site, so that if a clus-
tering analysis is carried out on this set, it would only
be valid for this site and those sites that have a very
similar structure. However, artificial data sets can be
used to carry out experiments with different site
characteristics.

In this work, artificial data sets are generated by a Web
user model which is capable of providing a wide range of
scenarios. This user model takes into account some of the
characteristics and constraints that can be observed in real
log files (Andersen et al., 2000; Balaguer & Palomares,
2003; Breslau, Cao, Fan, Phillips, & Shenker, 1999; Su,
Ye-Lu, & Zhang, 2000), namely:

• The number of users who log in a new session, i.e., those
who access the site, decreases as the number of previ-
ously logged-in sessions increases.

• In each session, fewer users access a service (a service is
any one of the possible objects that can be clicked on
from a Web portal) when the number of previously con-
sulted services increases.

These two characteristics are similar to modelling accord-
ing Zipf’s Law (Breslau et al., 1999). Assuming an expo-
nential decrease (Fig. 2), the quantity of users N that
access a certain number of services x in the yth session
can be obtained from the expression:
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Fig. 2. A simulated Web site with 50 services and 12 sessions is
represented. An exponential decrease of the number of users with respect
to the logged-in sessions and the clicked services is shown.
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N ¼ NM � e�ða�ðx�1Þþb�ðy�1ÞÞ ð1Þ
where NM is the maximum number of users (those logging
in the first session and accessing at least one object), and a
and b are constants whose values determine the slope of the
exponential decrease. Fig. 2 shows these restrictions for a
particular case generated by the user model. In Fig. 3(a),
the percentage of users vs the number of logged-in sessions
and (b) the percentage of users vs length of sessions in a
real citizen Web portal are shown. A strong similarity be-
tween the simulated restrictions and the real conditions
can be observed.
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Fig. 3. Histograms (normalized to percentages) representing accesses to
the citizen Web portal Infoville XXI (http://www.infoville.es). (a) Repre-
sents the percentage of users vs the number of logged-in sessions; (b)
Represents the percentage of users vs the length of the session, i.e., the
number of clicked services within a session.
The user model works in a space of reduced dimension-
ality because it can be very difficult to find useful inter-user
similarities in a space of high dimensionality. Since the
quantity of objects that can be clicked on in a Web portal
may be very large, it is not recommended to generate users
in a space defined by services; it is preferable to do it in a
reduced space instead. It must be taken into account that
working with approximately the same or even fewer users
than the dimensionality of the space is useless in terms of
knowledge discovery. Also, inter-user similarities cannot
be found in such a space, either. Therefore, we defined
some labels that gather several services with similar charac-
teristics, which led to a lower dimensionality space. These
labels are often called ‘‘page categories’’ or ‘‘descriptors’’;
for instance, in an electronic newspaper, one can consider
several pages or objects that are grouped under subject
labels like ‘‘Sport’’, ‘‘Politics’’ and so on (Cadez, Hecker-
man, Meek, Smyth, & White, 2001). However, since
descriptors may be unavailable in some cases, the user
model offers information about users in a space defined
by services as well.

The user model consists of two main parts, as shown in
Fig. 4: first, sets of users are generated in a descriptor
space, providing a vector for each user. The components
of these vectors indicate the a priori probability of access-
ing the descriptors. After this step, the service accesses can
be obtained from the relationship between labels and ser-
vices, and also from the constraints of the user model.
Information about label and service accesses is coded into
two tensorial matrices. In Fig. 4, TD is a tensor that records
accesses to the different descriptors in each session. Its
dimension is N · ND · NSmax, where N is the number of
users, ND the number of descriptors and NSmax the maxi-
mum number of sessions that can be logged-in by the same
user. Let us consider an example to understand the storage
of data in TD. Assume a portal whose ND = 3, and that we
want to know the accesses corresponding to user #9 in his/
her fourth session. This information is stored in the compo-
nents (9,k, 4) of the tensor TD, where k = 1,2, . . . ,ND. If,
for instance, TD(9,k,4) = [3, 2,2], it means that user #9 has
accessed seven objects during his/her fourth session, three
of which correspond to descriptor D1, two to D2 and the
other two to D3. Moreover, TS is the tensor that records
Fig. 4. Block diagram showing the stages of the user model.

http://www.infoville.es
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accesses to the different services of the portal in each ses-
sion. In this case, the dimension of the tensor is
N · Lmax · NSmax, where Lmax is the maximum length of
a session, i.e., the maximum number of services that can
be clicked on in only one session. If, analogously to the
previous example, we want to know the services accessed
by user #9 during his/her fourth session, the result
might be TS(9,l,4) = [43,27,2,6,22,19,5,0, . . . , 0], where l =
1,2, . . . ,Lmax. It means that in his/her fourth session user
#9 has clicked on service #43 first, and then on #27, #2,
#6, #22, #19 and #5. Therefore, the last selected service
is #5, and the user ends his/her navigation in the portal
during the fourth session in service #5. The vector is com-
pleted with zeros in order to store efficiently the data of
users with click-streams of different lengths.

2.1.2. Characteristics of the artificial data sets

Six artificial data sets were selected in order to test the
clustering algorithms. They represent common situations
that can occur in Web portals since they have been derived
from empirical Web portal access data (Balaguer & Palo-
mares, 2003), and follow characteristics that are similar
to other sets used in the literature (Banerjee & Ghosh,
2002; Ghosh, Strehl, & Meregu, 2002). The clusters were
assumed to follow a normal distribution, so they could
be described by the location of their centroids and their
covariance or their standard deviation matrix. The artificial
data sets were generated in a space defined by the probabil-
ity of access to descriptors. The main characteristics of
each data set are presented in Table 1.

Data set #1 is a very simple data set, with just two clus-
ters in a space defined by two descriptors. In contrast to the
other data sets, it is not inspired in real-Web-portal-access
data, but serves purely as a baseline to test the clustering
ability in a simple task. Data set #2 is considerably more
complex, especially because the clusters are very close to
each other, showing a high overlap. Data sets #3 and #4
are similar since they consist of eight groups of users in a
space of five descriptors; the difference between them stems
from the overlap, which is higher in the case of data set #4.
Finally, data sets #5 and #6 represent accesses to Web por-
tals in a high dimension, since eight descriptors are taken
Table 1
Main characteristics of the artificial data sets

ND NC Overlap

Data set #1 2 2 No
Data set #2 3 4 High
Data set #3 5 8 Slight
Data set #4 5 8 High
Data set #5 8 12 High
Data set #6 8 12 Slight

ND represents the number of descriptors and NC the number of clusters.
Moreover, the degree of overlap among the different clusters is also shown
(we consider a slight overlap when less than 20% of the patterns are
overlapped, whereas a high overlap means that more than 20% of the
patterns are overlapped among different clusters).
into account. Data sets with a higher number of descriptors
were also created. However, clustering algorithms showed
very similar results to those obtained with data sets #5
and #6. Therefore, they were not selected for benchmark-
ing of clustering algorithms. In other words, data sets #5
and #6 are a good-enough representation of high-dimen-
sional data sets.

2.2. A real data set: accesses to the Web portal

Infoville XXI

2.2.1. Characteristics of the data set

In spite of simulated data sets are very useful for carry-
ing out an analysis about algorithm’s performance in differ-
ent situations, real data become absolutely necessary as a
final test. In this work, we focus on citizen Web portals,
an interactive gateway between citizens and the public
administration. They involve citizens in the Information
Society by offering a growing number of services on the
Internet, creating a new model for service delivery to the
public as a result of the interaction between the basic ser-
vices provided by the Government and private entities,
which ends up at the citizen who made the request. The
success and acceptance of these portals depend largely on
their ability to attract the citizens, and the public and pri-
vate entities in the area. Finding out inter-user similarities
and, in turn, creating groups of users with similar tastes
helps in the customization of the portal. This is an easy
way to make the site attractive to the majority of the peo-
ple. In this work, the suitability of customization is ana-
lysed by means of a recommender. This analysis provides
information about the possible benefits of carrying out
such a customization.

We profiled user accesses to the region Web portal Info-

ville XXI, http://www.infoville.es. This is an official Web
site supported by the Valencian Government, which pro-
vides citizens from Valencia, Spain, with more than 2000
services, grouped into 22 descriptors, namely, public
administration, agenda/events, children’s area, town coun-
cils, street maps, channels (this descriptor consists of infor-
mation on four specific matters: education, job-hunting,
setting up a business and housing), shopping, Infoville
community (this descriptor enables the communication of
people who access the portal by e-mail, fora, postcards,
bulletin boards, etc.), Infoville diary, education and train-
ing, finance, information for citizens, internal, register
(internal and register are descriptors used for administra-
tion purposes), Lanetro (local information about where
to eat, drink, dance, . . .), SMS messages, entertainment,
electronic newspapers, tourism in Valencia, national and
international tourism, searcher and user utilities (personal
agenda, site customization, personal Web page, helping
guide, . . .). Furthermore, the term Infoville, which was
coined by the Generalitat Valenciana,1 is currently part
1 Generalitat Valenciana is the name of the autonomous government of
Valencia.

http://www.infoville.es
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of an European project. In fact, this term is used for citizen
Web portals from Germany, Italy, England, Denmark and
France.

2.2.2. Preprocessing

We have used accesses from June 2002 to February
2003. The data recorded consists of user ID, session ID
and service ID, together with the date and time corre-
sponding to each access. A preprocessing procedure was
carried out to eliminate data which did not provide useful
information for our goals, and also to build sets for cluster-
ing and analysis of the recommendations. This preprocess-
ing procedure involved the following steps:

• Removing administrators. The administrators of the por-
tal create a great number of fictitious users for test pur-
poses. These users are useless in terms of knowledge
discovery and, therefore, they were eliminated from
the data set.

• Removing anomalous users. Those users who accessed
the site only once in all the months included in the study
can be considered as lost users, and therefore, they were
removed from the data set. Besides, more than 95% of
the users logged in fewer than 30 sessions, being
removed those users who accessed the portal more than
30 times.

• Removing high and low accessed descriptors. Since the
clustering is carried out in the descriptor space, it is
important to analyse the information provided by the
descriptors. Those descriptors that record a very low
number of accesses should be removed because they
do not contain an important amount of information.
Descriptors that record a very high number of accesses
should also be removed, since they can bias the cluster-
ing considerably. After this preprocessing procedure, six
descriptors were eliminated, with 16 descriptors remain-
ing in the data set. It must be emphasized that these
descriptors were removed for clustering tasks, but the
services that belonged to them were all taken into
account for recommendation.

• Removing users who logged in fewer than three times.

Those users who logged in less than three times were
removed from the data set, since it would be difficult
for the clustering algorithms to find similarities among
users with so little information. The final number of
users after the preprocessing procedure, was 4800
users.

• Final preparation for clustering. Accesses were encoded
in a probability notation in order to be processed by
the clustering algorithms. Furthermore, data was split
into two sets: a first set was used to carry out the clus-
tering (it consisted of 17,404 accesses corresponding to
the first half of the months taken into account) and a
second set was used to analyse recommendations
(14,079 accesses corresponding to the second half of
the period of time taken into account). The latter anal-
yses whether a recommendation based on the clustering
achieved would match the actual services accessed by
users. It must be emphasized that this second data
set was not used at all for clustering purposes, hence,
it enabled us to carry out a recommendation evalua-
tion, and, in turn, to show the robustness of the clus-
tering achieved.

3. Recommendations based on clustering

3.1. Clustering with ART

The ART model was originally proposed by Carpenter
and Grossberg (1987) to model fast adaptive learning in
the initial stages of human visual processing. Hence it is
termed an artificial neural network. In its initial form,
ART1, the model applied only to clustering of binary vec-
tors. It remains among few clustering methods specifically
designed for quantized data. The model was then extended
to continuous-valued vectors in ART2 (Carpenter &
Grossberg, 1991). These networks cluster inputs by using
unsupervised learning.

ART operates as a two stage process. Each time a pat-
tern is presented, an appropriate cluster unit is chosen,
and that cluster’s weights are adjusted to let the cluster unit
learn the pattern. The weights on a cluster unit are consid-
ered to be a prototype for the patterns assigned to that
cluster. The second and crucial stage of the recognition
process is to test whether the prototype forms and adequate
representation of the input pattern. Once a good-enough
winning prototype has been selected, the process is referred
to a vigilance test. From this, either the prototype is
updated to form a running average of the input vector,
or a new prototype is initiated.

As a computational tool, ART networks allow the user
to control the degree of similarity of patterns placed on the
same cluster; once this choice is done, it is not necessary to
choose the number of clusters in advance, but the network
finds the number corresponding to the degree of similarity
chosen. During training, each data pattern is presented sev-
eral times. A pattern may be placed on one cluster unit the
first time it is presented and then placed on a different clus-
ter when it is presented later (due to changes in the weights
for the first cluster if it has learned other patterns in the
meantime). A stable network will not return a pattern to
a previous cluster, i.e., a pattern oscillating among different
cluster units at different stages of training indicates an
unstable network. Some self-organized neural network
models achieve stability by gradually reducing the learning
rate as the same set of training patterns is presented many
times (Kohonen, 1997). However, this does not enable the
network to learn rapidly a new pattern that is presented for
the first time after a number of training epochs have
already taken place. The ability of a network to respond
to a new pattern equally well at any stage of learning is
called plasticity. ART networks are designed to be both
stable and plastic.
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In this work, we used ART2 network2 first to cluster
patterns from the artificial data sets presented earlier. Since
artificial data sets enable us to analyse clustering perfor-
mance, we benchmark the clustering achieved by ART2
with that obtained by using the classical K-means. As it
is shown later, ART provides much better results, thus
showing its capabilities to cluster this kind of data sets.
Afterwards, ART2 was also applied to cluster users from
the Web portal Infoville XXI; since in this case we are
working with real data, evaluation of the clustering is car-
ried out by studying the meaning of the clusters found and
also analysing the success of recommendations based on
clustering (prediction analysis).

3.2. Procedure of recommendations

Clustering of users of the citizen Web portal Infoville XXI
was used to carry out a kind of collaborative filtering, i.e., the
most likely service of the user group was recommended,
provided that this service had not yet been accessed. Services
based on clustering could not be recommended for the first
accesses, since there was not enough information to assign
users to a certain cluster. Instead, the most likely services
of the portal were recommended for these first accesses,
providing that they had not yet been accessed.

After the recommendations, a test was performed to
determine whether or not users actually clicked on the rec-
ommended object; since ART clustering was much more
accurate than K-means clustering in all scenarios, recom-
mendations should be based on ART. The success ratio
(SR) achieved in the prediction of the accessed services
by using an ART clustering was benchmarked with that
SR obtained by recommending only the most likely service
of the whole portal that had not yet been accessed. There-
fore, the effectiveness of our methodology was measured in
terms of the improvement in the SR with respect to a meth-
odology which did not use clustering.

Although the clustering is carried out in a space defined
by the probability of accesses to descriptors, the analysis of
viability of developing a recommender was carried out in a
service domain. This analysis involved a two-step process.
First, for the m first accesses of a user, the most probable
service of the whole portal not previously accessed by this
user was considered for recommendation. Second, in the
nth access to the portal (n P m + 1), the previous n � 1
accesses were used to measure the distance between user’s
behaviour and the clusters found by the algorithm, select-
ing the one which shows the minimum distance as the win-

ner cluster. After this, the most likely service within the
winner cluster is chosen (provided that it has not yet been
accessed), and considered for recommendation. We con-
sider a success to be when the object considered for recom-
mendation is actually clicked on. We consider different
values of m, and also different values of l, being l the num-
2 A detailed procedure of the algorithm is shown in Appendix A.
ber of accesses for which we analyse the prediction
(l P m + 1).

4. Results

4.1. Clustering of artificial data sets

In order to evaluate the clusters achieved, two
approaches were taken into account. On the one hand,
we considered whether or not the number of clusters found
by the algorithm was correct, and, on the other, how good
these clusters were.

Therefore, we compared the number of prototypes
found by the algorithms with the correct number that we
knew in advance, and afterwards, the goodness of the clus-
tering was measured by the Mahalanobis distance from
each cluster found by the algorithm to the nearest known
cluster’ centre.3 The advantage of using this distance mea-
sure is that it takes into account the covariance of the
group, hence it does not depend on the shape of the cluster.
Any cluster whose Mahalanobis distance from the nearest
known cluster centre was >1, did not match the corre-
sponding centre properly, and was removed from the set
of correct groups. Finally, we took account of the number
of patterns in each cluster in the final measure to evaluate
the quality of the clustering:

D ¼ 1

N

XM

i¼1

N idi ð2Þ

In Eq. (2), D provides information about the distance from
the cluster found to the nearest actual centre. The smaller
the value of D, the closer the match to the known cluster.
N is the whole number of patterns, M the number of cor-
rect clusters found, Ni the number of patterns belonging
to the ith cluster found, and di the Mahalanobis distance
from the ith cluster found to the corresponding centre.

The number of clusters found by K-means and ART2
are compared in Fig. 5. When the dimensionality is low,
similar results were achieved by both algorithms, but
ART2’s behaviour was much better when dealing with a
high number of clusters in a high dimensionality space. It
is important to emphasize that K-means had information
about the number of clusters in advance, which ART2
did not have. Nevertheless, ART2 achieved better results
than K-means clustering. This seems to be an advantage
of the two-stage similarity used by ART2, which success-
fully filters similarities among data, the final number of
clusters being a natural result of these similarities; on the
other hand, K-means tries to find a certain number of
groups, which mix natural clusters or break them up with
unnecessary intermediate clusters.

The values of the parameter D for the six artificial data
sets, using K-means and ART2 networks are shown in
3 The distance was measured in the space defined by the frequency of
accesses to descriptors.
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Table 2. This measure is used to determine the goodness of
the clustering together with the percentage of right clusters
found. Apart from the simple data set #1, the empirical
outcomes obtained with ART2 are clearly better, since D

had a smaller value except with data sets #3 and #4; nev-
ertheless, the percentage of correct clusters found by
ART2 with these data sets was considerably higher than
those found by K-means (50% and 66.7% by ART2, and
37.5% in both cases by K-means). Therefore, the conclu-
sion is that K-means works more or less well with a small
number of groups but ART2 best captured the structure of
the known clusters in the tests with artificial data. It is
important to point out that with ART2 the values of D

were very similar for the different data sets (except #1,
which was very simple), indicating the robustness of this
algorithm, since it was able to find correct clusters for dif-
ferent dimensionalities and actual numbers of clusters.
Obviously, an overall assessment of the algorithm must
also take account of the percentage of correct clusters.

A final test of the algorithms’ robustness was carried out
by analysing the normality of the clusters achieved, given
that the artificial data sets were generated with multivariate
Gaussian distributions. For this purpose we can use mea-
sures of skewness and kurtosis (Hair, Anderson, Tatham,
Table 2
Normalized Mahalanobis distance between the actual centres and the
correct clusters found by the K-means algorithm and an ART2 network

K-means ART2 network

Data set #1 0.0330 0.0330
Data set #2 0.6818 0.2492
Data set #3 0.1498 0.2314
Data set #4 0.2227 0.2747
Data set #5 0.2858 0.2701
Data set #6 – 0.2411

The distances are measured in the descriptors’ probability space.
& Black, 1998). Skewness is a measure of symmetry, or
more precisely, the lack of symmetry. On the other hand,
kurtosis is a measure of whether the data are peaked or flat
relative to a normal distribution. A statistical test based on
skewness and kurtosis values was carried out, testing for a
normality to a confidence of 95.5%. All clusters found by
either method for data sets #1 and #2 were consistent with
normality. However, with the higher dimensional data sets,
K-means showed a high percentage of non-normal clusters
of 25% and 50% compared with 8% and 25% for ART2,
respectively. This indicates that ART2 more closely cap-
tured normality of the artificial clusters.

4.2. Preliminary clustering of accesses to Infoville XXI

First, a preliminary study was carried out just to know
the capabilities of the algorithms to find useful and under-
stable clusters for this citizen Web portal. This issue was
assessed by selecting a small group from the available
descriptors. A reduced data set (November 2002–January
2003) was used. First, the access frequencies of each
descriptor were analysed to remove those descriptors that
provided the slightest information. From the remaining
descriptors, five were selected by Tissat, S.A.4 as the most
significant ones: public administration, town councils,
channels, shopping and entertainment. This resulted in
1676 users for this study.

The results were analysed in terms of the interpretability
of the clusters obtained. This was possible because the clus-
tering was done in a five-dimension space, in which the
meaning of all the components was known. The clustering
achieved by K-means was not easy to understand, and the
clusters did not represent logical behaviours of people,
indeed. However, the ART2 clustering was quite straight-
forward, since they clustered the data into seven different
groups: five of them were clearly focused on each one of
the five different descriptors, whereas the other two clusters
contained people who were interested in the leisure items of
the portal or in the administrative ones. In particular, one
of the clusters was centred between the descriptors ‘‘shop-
ping’’ and ‘‘entertainment’’. Therefore, it clustered individ-
uals who mainly accessed the portal for leisure purposes.
The other cluster was centred between the descriptors
‘‘public administration’’ and ‘‘town councils’’, and it also
presented a small membership to the descriptor ‘‘chan-
nels’’. Therefore, people clustered in this group clearly
accessed the portal for administrative purposes. These
seven clusters demonstrate two important facts: on the
one hand, ART2 seems to be suitable as a clustering tool
for this portal; on the other hand, the usefulness of the por-
tal is clearly demonstrated, since it was basically designed
to accomplish these two requirements, i.e., to accelerate
administrative paperwork, and to provide a fast gateway
for the leisure interests of citizens.
4 Tissat, S.A. is the company responsible for developing the portal.



Table 3
Average success rate, ASR (%) measuring the goodness of service
prediction as a preliminary step in the development of a recommender

m l No clustering ART2 clustering

2 4 6.91 12.84
2 5 10.12 14.57
2 6 13.07 16.48
2 7 16.13 18.74
3 4 3.47 13.73
3 5 7.04 15.11
3 6 10.31 16.81
3 7 13.70 18.97
4 6 7.56 18.06
4 7 11.32 19.94
5 7 8.16 20.94

Prediction with and without clustering is benchmarked for different values
of m and l.
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4.3. Final clustering and viability of recommendations in

Infoville XXI

Finally, we clustered the data set formed by the users of
Infoville XXI described in Section 2.2. The results of clus-
tering achieved with artificial data sets, and also the preli-
minary clustering of accesses to Infoville XXI both
suggest the use of ART2 as clustering tool. However, in
order to carry out a last comparison we also clustered these
data set by using K-means. Since the clusters were not
known in advance, the evaluation described for the artifi-
cial data sets could not be carried out, nor was it feasible
to analyse the interpretability of the groups obtained due
to the high-dimensional space in which the clustering was
performed. The evaluation of the clustering could be
assessed by means of analysing the success of the recom-
mendations based on this clustering. This is an approach
which can be used not only to evaluate the clustering, but
also, to study the feasibility of a recommender before its
actual implementation.

Clustering was used to carry out a kind of collaborative
filtering, i.e., the most likely service of the user group was
recommended, provided that this service had not yet been
accessed. Services based on clustering could not be recom-
mended for the first accesses, since there was not enough
information to assign users to a certain cluster. Instead,
the most likely services of the portal were recommended
for these first accesses, provided that they had not yet been
accessed.

Afterwards, a test was performed to determine whether
or not users actually click on the recommended object.
Finally, the success ratio (SR) achieved in the prediction
of the accessed services by using our methodology (collab-
orative recommendation based on clustering) was bench-
marked with that SR obtained by recommending only the
most likely service of the whole portal that had not yet
been accessed (Naı̈ve–Bayes recommendation). Therefore,
the effectiveness of our methodology was measured in
terms of the improvement in the SR with respect to the
methodology which did not use clustering. ART2 yielded
a clustering formed by 12 groups of users, which corre-
sponded with a vigilance parameter q = 0.8; slight differ-
ences in this value led to a considerably different number
of clusters. Therefore, we considered 12 groups as a natural
number of clusters for this data set, and hence, we assumed
12 groups for K-means clustering, as well.

The average success ratio (ASR) over the 14,076 acces-
ses used for the evaluation is benchmarked in Table 3 for
different values of m (number of accesses needed to carry
out a prediction) and l (depth of the prediction) and for
ART clustering recommendation and a naı̈ve recommenda-
tion. Results with K-means were not included since they
were similar to naı̈ve recommendations, and much worse
than those obtained by ART2, as it was expected from
the results of the previous tests with artificial data sets
and with a reduced version of the real data set. It can be
observed that our methodology based on using ART2 clus-
tering information yields higher ASRs than the methodol-
ogy that does not take into account clustering information.
As more accesses are used to cluster, better results are
obtained; this is expected, since the information gathered
by the clustering algorithms is more extensive. Besides this,
the importance of the clustering appears to be more rele-
vant in the first accesses starting from the (m + 1)th one;
as the number of accesses increase, the difference between
using clustering information or not becomes smaller.
Therefore, clustering appears to be particularly important
in the first accesses of the users, when they must be
attracted in order to establish their loyalty to the portal.

5. Discussion

Recommender systems are one of the most prolific fields
of research and publication of user modelling. In this work,
we focus our efforts on recommendation systems for Web
sites, although their application to other areas is also pos-
sible with some small changes. A good recommender is
undoubtedly useful since users can achieve the objects
searched for in less time, or even better, find something
interesting that they would not have found by themselves.
It is also useful for the company which exploits the site,
since obvious economical profits can be obtained from use-
ful recommendations. Finally, a good recommender also
provides an indirect benefit, which is the improvement of
the Web site.

However, the development of such systems is not easy,
and in addition, it may involve a high economic invest-
ment. Until now, recommender systems used to be devel-
oped and then evaluated; in this work, we propose an
approach which consists of carrying out an evaluation of
the intended methodology for the design of the recom-
mender system before being implemented in order to
analyse its feasibility and to tune its performance. It opti-
mises predictive accuracy over a range of artificial data
models, before testing the system on retrospective test
data. If this prediction works, then the users have been
successfully profiled. Besides, it is logical to believe that a
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recommender system using a similar strategy would work
even better, since attractive recommendations can affect
user behaviour, making the users click on such recommen-
dations. Therefore, the success obtained with the prediction
could be interpreted as a lower threshold of the success that
can be obtained with a similar recommender system.

In particular, we have benchmarked a prediction based
on using information about clustering with one that pre-
dicts the most likely service of the portal that has not yet
been accessed by the recommended user. More specifically,
we use clustering of users to classify new users in a certain
group, thus finding out which service will be the most likely
for this user. In order to make the prediction useful from a
recommendation point of view, it is important not to pre-
dict/recommend services already accessed by users, since
these objects are already known by them, and therefore,
they do not provide new information about the portal,
which is one of the most important goals of a recommender
system.

ART2 and K-means have been benchmarked in some
artificial data sets, which have been obtained by a user
model; the data sets represent different kinds of Web usage
sites. Moreover, these algorithms have also been bench-
marked in a real data set, consisting of accesses to the
Web portal Infoville XXI. All these tests show that ART
is a far more suitable technique than the classical K-means.

The results show that using ART2 clustering informa-
tion provides a much better prediction, showing success
rates which are approximately double the rates obtained
with respect to prediction using K-means clustering or
without any kind of clustering information. Although it
might seem obvious, the authors want to point out that
the users used for clustering are different from the users
used to evaluate the prediction. This demonstrates the
robustness of the clustering achieved, and the relevance
of the information provided by it. Moreover, the percent-
age of success in the recommendation can be considered
as very important and relevant, since typical recommenders
tend to yield percentages of acceptance considerably lower
(Geyer-Schulz & Hashler, 2002), and in addition, these
results should be understood as a lower threshold of the
success that can be obtained with a similar recommender
system, actually.

Part of the approach proposed in this work is already
implemented in the software iSUM� (http://www.isum.
com/), and nowadays, the implementation of all the meth-
odology is being considered.

6. Conclusions

A novel approach to evaluate the viability of implement-
ing a recommender in Web portals is proposed. The first
step of the proposed methodology is to cluster user data
based on simulations in order to ensure that the collabora-
tive filter is robust across a range of user models. These
results demonstrated the predictive accuracy of cluster-
based recommender systems using the ART2 neural net-
work algorithm applied to profiles of simulated user data.
This predictive accuracy then supports the offer of services
that are new to the user. The results on a retrospective sam-
ple of real-world data show a considerable improvement
with respect to either a prediction based on K-means clus-
tering or a prediction which does not take into account
clustering information, indicating that the proposed meth-
odology will add value to the design of cluster-based col-
laborative recommender systems for users of the citizen
information Web portal studied.

The proposed methodology has generic applicability to
other Web portals, which include anticipated growth areas,
for instance, interactive TV, where the user model would
have to be re-estimated.

Future work will be dedicated to carrying out a follow-
up of real recommendations once these data are available.
This follow-up should be used to improve the recom-
mender system, since feedback of actual recommendations
can be used to adapt the system, potentially with adaptive
on-line profiling.
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Appendix A. ART2 algorithm

Let

Ek kth input pattern
p the dimension of the training examples and proto-

types
a positive number 6 1=

ffiffiffi
p
p

b small positive number
h normalization parameter, with 0 6 h 6 1=

ffiffiffi
p
p

q vigilance parameter, with 0 6 q 6 1
0. Preprocess all training examples using threshold h.

0a. Normalize all E .
0b. Replace every component Ek that is 6h by 0.
k

j

0c. Renormalize all Ek.

1. Start with no prototype vectors.
2. Perform iterations until none of the training examples
cause any change in the set of prototype vectors; at this
point quit because stability has been achieved. For each
iteration take the next training example, Ek, chosen in
cyclic order.

3. Find the prototype Pi (if any) not yet tried during this
iteration that maximizes Pi Æ Ek.

4. Test whether Pi is sufficiently similar to Ek:

P i � Ek P a
X

j

Ek
j ?

http://www.isum.com/
http://www.isum.com/
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4a. If not then:

4aa. Make a new cluster with prototype set to Ek.
4ab. End this iteration and return to step 2 for the

next example.

4A. If sufficiently similar, then test for vigilance

acceptability:
P i � Ek P q
4Aa. If acceptable then Ek belongs in Pi’s cluster.
Modify Pi to be more like Ek
P i ¼
ð1� bÞP i þ bEk

kð1� bÞP i þ bEkk

and go to step 2 for the next iteration with the next
example.

4AA. If not acceptable, then make a new cluster

with prototype set to Ek and return to step
2 for the next example.
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